Alamethicin in lipid bilayers: Combined use of X-ray scattering and MD simulations
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A B S T R A C T

We study fully hydrated bilayers of two di-monounsaturated phospholipids diC18:1PC (DOPC) and diC22:1PC with varying amounts of alamethicin (Alm). We combine the use of X-ray diffuse scattering and molecular dynamics simulations to determine the orientation of alamethicin in model lipids. Comparison of the experimental and simulated form factors shows that Alm helices are inserted transmembrane at high humidity and high concentrations, in agreement with earlier results. The X-ray scattering data and the MD simulations agree that membrane thickness changes very little up to 1/10 Alm/DOPC. In contrast, the X-ray data indicate that the thicker diC22:1PC membrane thins with added Alm, a total decrease in thickness of 4 Å at 1/10 Alm/diC22:1PC. The different effect of Alm on the thickness changes of the two bilayers is consistent with Alm having a hydrophobic thickness close to the hydrophobic thickness of 27 Å for DOPC: Alm is then mismatched with the 7 Å thicker diC22:1PC bilayer. The X-ray data indicate that Alm decreases the bending modulus (Kc) by a factor of ~2 in DOPC and a factor of ~10 in diC22:1PC membranes (Pc/Lc ~ 1/10). The van der Waals and fluctuational interactions between bilayers are also evaluated through determination of the anisotropic B compressibility modulus.

© 2009 Elsevier B.V. All rights reserved.

1. Introduction

The incorporation of proteins and peptides into the lipid bilayer matrix of biomembranes is a significant aspect of structural biology. One approach to obtain structural and functional information about larger membrane proteins is to study component peptides as model systems. A much-studied model system of a membrane peptide is alamethicin (Alm), the 20-amino acid peptide produced by the fungus Trichoderma viride. Alm increases membrane permeability leading to cell lysis and it has been shown to interact directly with membranes and to form pores in them [1].

Alm associates with lipid membranes in two states: (1) as a helix parallel to the membrane surface at lower concentrations and lower hydration levels, and (2) as an inserted, transmembrane helix at higher concentrations and higher hydration levels. A neutron diffraction study found that Alm at high concentration, but less than full hydration, forms a transmembrane pore [8] as in the barrel-stave model of peptide incorporation into bilayers [9]. A more recent scattering experiment [10] using the level of hydration of He et al. [8] found a wide distribution of orientation angle with respect to the bilayer normal and only a partial insertion of Alm into a DMPC bilayer. One possible concern with previous diffraction studies is that the samples were multilamellar with very small water spaces between the bilayers. The value of studying these systems at full hydration is that there is ample water space between the bilayers to compete for the partitioning of the peptide. It has also been suggested that pore or channel formation might not occur without a transmembrane voltage [11] to align helices and form a barrel-stave pore [12].

How the lipid bilayer is affected by the incorporation of peptides is also of considerable interest [13–15]. To address either goal of determining how the peptide is incorporated into membranes or how the lipid bilayers are perturbed by peptides, it is useful to have structural information about lipid bilayers in their most biologically relevant, fully hydrated, fluid (so called liquid–crystalline, Lc) state. Even this more modest task has not been easy because the fluidity of fluid phase lipids precludes an atomic level structure. Thermal fluctuations in the water spacing between spontaneously bending membranes degrade the usual Bragg diffraction peaks, whose intensities are the primary data used in traditional liquid crystallographic analysis, into diffuse X-ray scattering. Perhaps surprisingly,
there is more information in the diffuse scattering than in the traditional Bragg orders and our lab has shown how to extract it to determine the structure of single component lipid bilayers [16–18]. Here we apply this method to model membranes consisting of peptides added to lipid bilayers that are fully hydrated and therefore have ample aqueous space to compete for the peptide. The X-ray scattering experiments herein are carried out in bilayers of either DOPC or diC22:1PC containing varying concentrations of Alm.

Our preliminary analysis of the low angle X-ray scattering (LAXS) data suggested three distinct ways that Alm could be incorporated into bilayers [19]. In the inserted model Ins the long axis of the Alm helix is primarily perpendicular to the membrane surface, along the z axis; in surface models S1 and S2, the long axis of the Alm peptide is primarily parallel to the membrane surface as shown in Fig. 1. In S2 Alm is positioned outside of the lipid headgroup peak and is therefore partially solvated by interbilayer water. Many experimental studies with relative humidity of 98% or less would not have enough water to even allow this state to exist. In S1 Alm is positioned closer to the center of the bilayer, near the carbonyl–glycerol groups, and therefore interacts less with the solvent than in S2. Fitting simple models of a surface state to the X-ray data obtained two minima in $\chi^2$ as a function of location of Alm along the z axis and that led to the distinction between the two, S1 and S2, surface models. However, the $\chi^2$ values for the three models were sufficiently close that there was uncertainty which model fits best. To resolve this ambiguity, we have carried out MD simulations. Simulations also are subject to ambiguity because initial Alm placement in the bilayer does not change much during the time available for the simulation. In addition, if two states have a modest free energy difference the accuracy of the force fields used in MD may not be sufficient to identify these differences with confidence. However, in this paper we compare our experimental X-ray data, with no intervening modeling, to the form factors obtained from three MD simulations that started with the S1, S2 or Ins states, and a clear best fit emerges for the Ins case. We suggest that this combination of methods may be useful for studying other peptide/lipid systems.

2. Materials and methods

2.1. Materials

DOPC (1,2-dioleoyl-sn-glycero-phosphatidylcholine) (di18:1PC) and dierucylPC (di22:1PC) were purchased form Avanti Polar Lipids (Alabaster, AL). Alamethicin (Alm) was purchased from Sigma-Aldrich (Milwaukee, WI). This is a natural, purified 20 amino-acid peptide from T. viride consisting of 85% Alm I (acetyl-Aib-Pro-Ala-Aib-Ala-ASN-Aib-Ala-Val-Ala-Gly-Leu-Aib-Pro-Val-Ala-Aib-Glu-Gln-Phenol) and 15% Alm II. These differ in the amino acid at the 6th position: alanine in Alm I and aminoisobutyric acid (Aib) in Alm II.

2.2. Preparation of oriented samples

Alm was co-dissolved with DOPC or diC22:1PC in either 2:1 or 1:1 volume ratios of chloroform:triftluoroethanol (TFE) at Alm/lipid mole ratios between 1/180 and 1/10. 4 mg of dry lipid was added to the chlor:TFE solvent mixture and to this was added the appropriate amount of Alm from a chloroform stock solution of 1 mg/ml. This mixture was plated onto silicon wafers (1.5 cm×3 cm×1 mm) using the rock and roll procedure [20,21]. The samples were allowed to dry for 1 day in a glove box with solvent-rich atmosphere and an additional day in a fume hood. They were then trimmed to a strip 0.5 cm wide in the center of the silicon wafer and stored at 2 °C in a dessicator prior to X-ray measurements. The goodness of the orientation of these samples was determined using an X-ray rocking scan which gave mosaic spread from 0.05 to 0.2° for different samples, with no discernible trend with Alm concentration.

2.3. Hydration of oriented samples

Dried, oriented samples were placed into a hydration chamber that permits full hydration through the vapor [22]. Variable hydration levels (D spacings) were obtained by adjusting a Peltier element under the samples. Samples usually achieved full hydration in less than 1 h and they were then allowed to equilibrate for an additional hour. Comparison with the repeat D spacings obtained from multilamellar vesicles immersed in water showed that full or nearly full hydration was achieved in the oriented samples.

2.4. Preparation of unoriented samples (MLVs and ULVs)

10 mg lyophilized lipid or Alm/lipid was mixed with 500 µl water (Barnstead nanopure) and cycled between 50 °C and −20 °C with vortexing at each temperature to produce multilamellar vesicles (MLVs). Extruded unilamellar vesicles (ULVs) were prepared from MLVs using the Avanti mini-extruder with 500 Å pore size as described previously [22].

2.5. X-ray data collection

Oriented X-ray data were taken on three separate trips to the D-1 station of the Cornell High Energy Synchrotron Source (CHESS) with similar, but not identical setups. Wavelength ~1.18 Å was selected using multilayer monochromators ($\Delta\lambda/\lambda \sim 0.01$). The beam for oriented samples was 0.28 mm in the horizontal direction and 1.2 mm in the vertical direction to ensure that the same amount of sample was in the footprint of the beam as the plane of the bilayers was rotated from −3° to 7° about a horizontal axis relative to the beam. The beam for ULV samples was 0.28×0.28 mm square. For both oriented stacks and ULV samples, total exposure time on a sample spot was limited to 4 min, during which time the scattering remained constant, indicating negligible radiation damage. Two dimensional scattering intensities were collected with a Medoptics charge-coupled device (CCD) with a 1024×1024 pixel array.
47.19 μm per pixel. The CCD-to-sample distance S was ~250 mm for oriented samples and ~350 mm for ULV samples, calibrated to four significant figures for each run using an oriented silver behenate standard. 2D X-ray data from isotropic MLV samples in capillaries were obtained using a Rigaku RUH3R rotating copper anode with wavelength = 1.5418 Å which was collimated with a Xenocs FOX2D multilayer optic. The data were collected with a Rigaku Mercury CCD, 1024 × 1024, 68 μm per pixel, with S = 303 mm. Radial averages of two or three Bragg rings yielded an average D spacing for these fully hydrated samples in excess water.

2.6. Analysis of LAXS diffuse data

The analysis of diffuse data has been described previously [16–18,22] and will be reviewed here only briefly. The scattering intensity for a stack of oriented bilayers corrected for differential absorption at different scattering angles [20] is the product: I(q) = \( S(q) |F(q)|^2 k / q_0 \), where the momentum transfer is \( q = (q_x q_y q_z) \), \( S(q) \) is the structure interference factor, \( F(q) \) is the bilayer form factor, \( k \) is a factor that depends on the amount of sample in the beam and other instrumental settings, and \( q_0 \) is the usual low angle approximation to the Lorentz factor for narrow oriented samples and a tall beam for which the same amount of sample remains in the beam for all relevant \( q \). The first step of the analysis obtains the bilayer bending modulus \( k \), the compression modulus \( B \), and \( F(q) |^2 k / q_0 \). While scattering from oriented samples gives crucial data for high \( q_0 \), it does not give good results for low \( q_0 \). We therefore use unilamellar vesicles (ULV) [22], for which the results are accurate at low \( q_0 \). Relative values of \( F(q) \) are obtained from the background subtracted intensities \( I(q) \) of isotropic ULV samples using \( I(q) = F(q) |^2 k / q_0^2 \), electron density models are fit to the results for \( |F(q)|^2 k / q_0^2 \) from both measurements. The models are based on the HB model [22] or the H2 model [23]. Both models were enhanced by adding terms for Alm, either a Gaussian for surface models, or an error function for the inserted model. The number of electrons was constrained and the length of the peptide for the inserted model was found to be 29 Å by fitting to the 1/20 Alm/DOPC data and this length was then fixed for all other concentrations. The number of model parameters becomes too large for definitive determination of all of them, but the main result reported in this paper, namely, the head–head distance \( D_{HH} \), often called the peak–to-peak distance between the maxima in the electron density profile, is robustly determined even when the full parameter set is not. This is consistent with conventional practice that reports \( D_{HH} \) from Fourier reconstruction of the electron density profile from the intensities of diffraction peaks that constitute the total LAXS information from drier samples. We also estimate the hydrophobic thickness as \( 2D_{HH} = D_{HH} – 9.9 \AA \) [18,22,24].

2.7. \( F(q) \) simulations

For the starting structure, DOPC lipids were placed on a widely spaced 8 × 8 regular grid, with random rotation around the z axis and random translation between −0.5 and +0.5 nm along the z axis for each lipid. This grid, essentially a monolayer, was copied, rotated 180°, and translated along the z axis to obtain a bilayer with 128 DOPC lipids. For the pure DOPC simulation, the lipids were compressed to the expected final area per lipid by scaling the coordinates, and the resulting (deformed) lipid bilayer was energy minimized. Water \( (n_w = 20.4 \text{ molecules per lipid}) \) was added from a pre-equilibrated water box and subsequently removed from the interior 2.5 nm of the bilayer, where water is placed unrealistically by the geometric criteria used. The pure DOPC simulations were run for a total of 75 ns, which is sufficient to obtain accurate average structural properties. After 30 ns we added more water to increase the water/lipid ratio from 20:4:1 to 40:1 to be consistent with the procedure used for the Alm simulations, and continued to simulate both systems with the different water amounts. The added water had no effect on the electron density profiles of the DOPC bilayer. We analyzed three simulations with the 40:1 water to lipid ratio. In the first, the area was allowed to fluctuate with zero surface tension. In the second, the area was fixed at the experimental area of 72 Å². From this simulation, the resulting surface tension was calculated. In the third simulation, this surface tension was applied, resulting in the same average area of 72 Å² as in simulation 2.

To create the Alm systems, Alm was added to the outside of the bilayer or inserted into the 128 DOPC bilayer. Six water molecules were randomly replaced by sodium ions to give a net charge of zero in each system. We carried out a large number of simulations of these systems, with different surface tensions, different amounts of water (20.4 waters/lipid and 40 waters/lipid), with or without helical restraints on the peptides, and with different restraining potentials to place the peptides at an average depth in the membrane. However, the goal of these simulations was to create electron density profiles, including those of the different molecular components, to use in fitting diffraction data to the Ins, S1, and S2 models. Based on the pure DOPC results (described below), we effectively use only three Alm simulations in this paper.

To create S2, Alm peptides were placed just outside the lipid head groups, with their long axes in the x–y plane of the membrane. Overlapping water molecules were deleted, and the peptides were restrained harmonically with their centers of mass at \( Z = 2.1 \) nm and \( Z = −2.1 \) nm, where \( Z = 0 \) nm corresponds to the center of the membrane. To create S1, Alm on the surface was pulled deeper into the lipid bilayer in a 500 ps simulation by applying a weak harmonic potential with a force constant of 56 kJ mol⁻¹ nm⁻² centered at \( Z = −1.35 \) nm or \( Z = 1.35 \) nm to the peptides. Both S1 and S2 were initially equilibrated for 100 ns with a 20.4 water/lipid ratio. We added more water at 100 ns to make the water/lipid ratio 40 and simulated for an additional 30 ns. At that point, we added NOE-like helical restraints to make the Alm peptides more helical and simulated for an additional 50 ns. Analyses were done on the last 30 ns of these 50 ns runs. To create Ins, the method of Kandt et al. [25] was used based on the same equilibrated DOPC structure as used in S1 and S2. We assumed that each orientation (N-terminal vs. C-terminal) was equally likely and placed three Alm peptides in each direction. After 56 ns we added more water to increase the water/lipid ratio from 20.4 to 40 to remain consistent with the S1 and S2 systems and simulated for an additional 30 ns. These 30 ns were used for analyses of the Ins system described in this paper.

In the simulations, Alm I is used. Glu18 can occur in two different protonation states, which may be relevant in an inserted state. This state is not easy to determine, experimentally or computationally, but we added two Ins simulations with the glutamate protonated to investigate whether this has a significant effect on the electron density. Because the Glu18 side chain has ready access to water, even in the inserted state this had no discernible effect, and we only analyzed the state with Glu18 negatively charged. All simulations use the same force field parameters used in several previous Alm simulations [26,27] based on the lipid parameters from Berger et al. [28] and the fbgmx forcefield as implemented in GROMACS, which is based on GROMOS87 with several important improvements. The Simple Point Charge water model was used [29] with dioleoylphosphatidylcholine lipids. All simulations were run with GROMACS 3.2.1 on dual processor Xeon nodes [30]. A cutoff for Lennard–Jones interactions and Coulomb interactions of 1.0 nm was used, together with Particle Mesh Ewald for electrostatic interactions [31]. The temperature was kept at 300 K using the weak coupling method to water/ions, lipids, and peptide separately with a coupling constant of 0.1 ps [32]. The pressure was coupled semi-isotropically, separately in the xy plane, and in the z direction normal to the membrane, to a pressure of 1 bar with a coupling constant of 1 ps [32]. All bonds were
constrained using LINCS [33], or SETTLE for water [34]. Molecular graphics were made with VMD [35]. Electron density $\rho(z)$ along the bilayer normal was obtained by averaging a series of snapshots from the simulation results. After subtraction of a constant electron density for pure water, Fourier transformation of $\rho(z)$ gives the form factor $F(q_z)$ which was then used for comparison with the experimental form factor.

**3. Results**

**3.1. LAXS $|F(q_z)|$ data compared to simulations**

Fig. 2A shows the LAXS data for pure DOPC obtained at 30 °C where three lobes of diffuse data are visible. Lobes 2 and 3 were used to analyze the diffuse scattering data in order to obtain the material properties, $K_C$ (bending modulus) and $B$ (bulk modulus), as described in Materials and methods. Fig. 2B shows that Alm has considerable effect on the LAXS data.

From data sets for oriented DOPC similar to that shown in Fig. 2A and ULV data (CCD images not shown), we obtain the experimental form factor, $|F(q_z)|$ shown in Fig. 3. These $|F(q_z)|$ data are compared to the $|F(q_z)|$ obtained from three different simulations. In Fig. 3A, no lateral tension was applied during the simulation, which resulted in $A=67.5 \, \text{Å}^2$. In Fig. 3B a constant lateral tension $\gamma=212 \, \text{mN/m}$ was applied throughout the simulation, which resulted in $A=72 \, \text{Å}^2$. Instead of setting the lateral tension, a simulation was also performed with $A$ constrained to $72 \, \text{Å}^2$, which gave the result for $|F(q_z)|$ in Fig. 3C which is similar to the result in Fig. 3B. In each comparison to experimental data shown in Fig. 3, the unknown experimental scale factors for each of the two data sets, oriented and unilamellar, were determined by obtaining the best fit to the simulations, which are on an absolute scale. The smallest $\chi^2$ was obtained for the $\gamma=0$ simulation (Fig. 3A), which encouraged us to use simulations with no surface tension in this study.

Simulations were performed for the three models in Fig. 1 with Alm/DOPC mole ratio 1/20 and Fig. 4 shows a snapshot of the equilibrated states. Fig. 5 compares the $|F(q_z)|$ obtained from these simulations to the experimental data. Although a visual comparison would not favor the Ins model over the S1 model, the sum of squares...
of the differences between the simulations and the scaled experimental data, shown in Table 1, shows that the inserted peptide model (Ins) fits the X-ray data better than either of the surface models. Furthermore, the fit to the Ins model is better than fits to any mixtures of S1 with Ins, consistent with having pure Ins. It may also be noted that the form factors for the second and third lobes are smaller relative to the first lobe when Alm is added as can be seen by comparing Fig. 5C with Fig. 3A. This explains the visible difference between the raw data in Fig. 2B compared to Fig. 2A.

3.2. Bending modulus and interactions between bilayers

The bending modulus, $K_C$, is determined as a first step in the analysis of diffuse X-ray scattering data. As the bilayers fluctuate more, $K_C$ decreases, indicating weakening of the bilayers. Fig. 6 shows that Alm causes bilayers to fluctuate more, as shown by a decrease in $K_C$ for both DOPC and diC22:1PC. While the decrease in $K_C$ could be fit by a single exponential in the case of DOPC, a single exponential fit the data for diC22:1PC only if the zero concentration point was ignored. If this point is included, then a second exponential is required for the fit shown in Fig. 6.

The first step in the analysis also obtains the $B$ modulus, which decays exponentially as a function of the lamellar $D$ spacing, as shown in Fig. 7. ($K_C$ is constant over this $D$ range.) For the modest osmotic pressures required to obtain these variations in $D$, the bilayer thickness changes negligibly, so the $D$ axis can be replaced by the steric water spacing $D_W'$ by subtracting a nearly constant bilayer thickness. If this were done in Fig. 6, the data for diC22:1PC would be much closer to those of DOPC because the diC22:1PC bilayer is $\sim 7\text{Å}$ larger.

Table 2 gives the lamellar $D$ spacing for fully hydrated unoriented multilamellar (MLV) samples. These results are consistent with the largest $D$ values shown in Fig. 7, indicating that full hydration was achieved for the oriented samples. Addition of Alm systematically increased the fully hydrated $D$. However, it did not result in ‘unbinding’, i.e., $D$ did not become unmeasurably large.

The free energy of the fluctuations ($\Phi_B$) (both undulations and compression) per unit area was calculated from the formula

$$\Phi_B = \frac{K_B T}{2\pi} \sqrt{\frac{B}{K_C}},$$

with the results shown in Fig. 8. The straight lines in Fig. 8 are fits of $\exp(-D_W'/\lambda_B)$ to $\Phi_B(D_W')$. As shown by the parallel lines for each

<table>
<thead>
<tr>
<th>Model</th>
<th>Sum of squares ULV</th>
<th>Sum of squares ORI</th>
</tr>
</thead>
<tbody>
<tr>
<td>S2</td>
<td>3.5</td>
<td>10.6</td>
</tr>
<tr>
<td>S1</td>
<td>2.7</td>
<td>11.9</td>
</tr>
<tr>
<td>Ins</td>
<td>0.4</td>
<td>5.0</td>
</tr>
</tbody>
</table>

Fig. 5. Experimental form factors from both oriented (ORI) and unilamellar (ULV) samples for Alm/DOPC 1/20 are scaled independently to each of three simulations (A) S2 model: peptides are centered above the phosphate group; (B) S1 model: peptides are centered in the glycerol carbonyl region; (C) Ins model: peptides are inserted into the hydrocarbon region and the helix axis is parallel to bilayer normal. $|F(0)|$’s are solid squares at $q_z = 0$.

Fig. 6. Effect of Alm concentration on the bending modulus ($K_C$) in units of $kT$ for DOPC (solid circles) and diC22:1PC (open circles). The average $K_C$ results and the error bars were obtained from data with differing lamellar repeat spacings $D$ within $5\text{Å}$ of full hydration. The lines are exponential fits to DOPC (one exponential, solid) and to diC22:1PC (two exponentials, dashed).

Fig. 7. Log plots of the $B$ moduli vs. $D$-spacing for DOPC (solid symbols) and diC22:1PC (open symbols) with the different concentrations of Alm indicated in the legend. The lines show exponential fits through all the data for each lipid.
lipid, the decay length \( \lambda_0 \) is the same with the addition of Alm, although \( \lambda_0 \) is somewhat larger for DOPC than for diC22:1PC as indicated by the values shown in Fig. 8. The exponential behavior of \( F_h \) then gives the fluctuation pressure between adjacent bilayers, defined as \( P_h = -\left(\frac{\partial F_h}{\partial D_h}\right)_{\lambda_0} \), to be \( P_h = F_h / \lambda_0 \).

In addition to the entropic fluctuation pressure, two other pressures that are thought to be present \([37]\) are the repulsive hydration pressure,

\[
P_{\text{hyd}} = P_h \exp\left(-\frac{D_h}{\lambda_0}\right),
\]

and the attractive van der Waals pressure

\[
P_{\text{vdw}} = \frac{H}{6\pi} \left(\frac{1}{D_{\text{vdw}}^2} - \frac{2}{D^2} + \frac{1}{(2D-D_{\text{vdw}})^2}\right),
\]

where \( H \) is the Hamaker parameter. Although the lipids have no net charge, Alm has a glutamic acid residue which, if deprotonated, would provide a net charge which would require a term for electrostatic interactions. For the moment we will ignore any electrostatic term. At full hydration, where \( P_{\text{osm}} = 0 \), one can then set \( P_h + P_{\text{hyd}} = P_{\text{vdw}} \). Using \( P_h \) and \( \lambda_0 \) from Tristram-Nagle et al. \([38]\) gives \( P_{\text{hyd}} \) at full hydration; we note that \( P_{\text{hyd}} \) is less than 10% as large as \( P_h \) at full hydration, so uncertainties in these parameters make little difference in this calculation. Then, using \( P_h \) from Fig. 8 extrapolated to full hydration allows us to calculate the Hamaker parameter, \( H \), in the van der Waals interaction. Results for \( P_h \), \( P_{\text{hyd}} \), \( D_{\text{vdw}} \), and \( H \) are shown in Table 3. The results for \( D_{\text{vdw}} \) for full hydration in Table 3 were obtained from the \( D \) values in Table 2 by subtracting the thicknesses of DOPC and diC22:1PC bilayers obtained by fitting the \( F(q) \) data to the modeling program (vide infra). The result of balancing the fluctuation and hydration pressures with the van der Waals pressure suggests a slightly larger value of \( H \) for DOPC and a significantly larger \( H \) for diC22:1PC as Alm is added, shown in Table 3 and plotted in Fig. 9. If an additional electrostatic repulsion were included, the Hamaker parameter would increase even more. The results for \( P_h \) at a fixed value of \( D_{\text{vdw}} \) (18 Å) shown in the penultimate column of Table 3 increase as Alm is added; this is expected because Alm decreases \( K_C \). This increase in \( P_h \) tends to increase the fully hydrated value of \( D_{\text{vdw}} \), although this is partially opposed by the increase in \( H \).

### 3.3. Bilayer thickness

Fig. 10 shows the detailed structure obtained from the MD simulation with inserted Alm. In addition to the total electron density, from which the \( F(q) \) in Fig. 3 were obtained, MD provides the distribution of individual components of the lipid, the Alm, and the water. The electron density of each lipid component decreased with the addition of Alm due to dilution of the lipid with Alm. The total electron density in the hydrophobic interior (−14 Å to 14 Å) increased because hydrocarbon chains (−0.3 e/Å³) were partially displaced by more electron dense Alm (−0.4 e/Å³). The maximum electron density decreased because the partial mixture of electron dense phosphates (−0.8 e/Å³) and water (−0.33 e/Å³) was further diluted with water covering the Alm.

---

**Table 2**

<table>
<thead>
<tr>
<th>Lipid</th>
<th>Alm/lipid mole ratio</th>
<th>( D ) spacing (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DOPC</td>
<td>0</td>
<td>63.4</td>
</tr>
<tr>
<td></td>
<td>1/100</td>
<td>64.8</td>
</tr>
<tr>
<td></td>
<td>1/50</td>
<td>64.9</td>
</tr>
<tr>
<td></td>
<td>1/20</td>
<td>65.8</td>
</tr>
<tr>
<td></td>
<td>1/10</td>
<td>66.7</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>69.9</td>
</tr>
<tr>
<td></td>
<td>1/108</td>
<td>71.7</td>
</tr>
<tr>
<td></td>
<td>1/53</td>
<td>73.3</td>
</tr>
<tr>
<td></td>
<td>1/22</td>
<td>74.7</td>
</tr>
<tr>
<td></td>
<td>1/10</td>
<td>78.2</td>
</tr>
</tbody>
</table>

**Table 3**

<table>
<thead>
<tr>
<th>Sample</th>
<th>( D_{\text{vdw}} ) (Å)</th>
<th>( P_{\text{hyd}}) (10^{-26} J)</th>
<th>( P_{\text{vdw}}) (10^{-26} J)</th>
<th>( P_{\text{vdw}}) (10^{-26} J)</th>
<th>( H ) (10^{-21} J)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DOPC</td>
<td>18.8</td>
<td>1.07</td>
<td>4.14</td>
<td>4.69</td>
<td>6.9</td>
</tr>
<tr>
<td>Alm (1/30)</td>
<td>21.4</td>
<td>0.33</td>
<td>3.41</td>
<td>6.05</td>
<td>7.4</td>
</tr>
<tr>
<td>Alm (1/20)</td>
<td>20.9</td>
<td>0.41</td>
<td>3.97</td>
<td>6.51</td>
<td>8.0</td>
</tr>
<tr>
<td>Alm (1/10)</td>
<td>22.1</td>
<td>0.24</td>
<td>3.61</td>
<td>7.18</td>
<td>8.4</td>
</tr>
<tr>
<td>diC22:1PC</td>
<td>17.4</td>
<td>2.02</td>
<td>5.28</td>
<td>4.77</td>
<td>5.4</td>
</tr>
<tr>
<td>Alm (1/108)</td>
<td>20.1</td>
<td>0.59</td>
<td>6.47</td>
<td>9.72</td>
<td>10.3</td>
</tr>
<tr>
<td>Alm (1/53)</td>
<td>22.3</td>
<td>0.22</td>
<td>5.20</td>
<td>12.38</td>
<td>11.5</td>
</tr>
<tr>
<td>Alm (1/22)</td>
<td>25</td>
<td>0.064</td>
<td>5.89</td>
<td>24.56</td>
<td>18.6</td>
</tr>
<tr>
<td>Alm (1/10)</td>
<td>29.6</td>
<td>0.0079</td>
<td>3.33</td>
<td>35.59</td>
<td>18.0</td>
</tr>
</tbody>
</table>

\(^a\) At full hydration.  
\(^b\) At \( D_{\text{vdw}} = 18 \) Å.
Various definitions of bilayer thickness are useful. From the peaks of the phosphate curves in Fig. 10 one can identify a phosphate–phosphate thickness $D_{PP}$ which is very close to the head–head thickness $D_{HH}$ between the maxima in the total electron density profiles shown as the black curves in Fig. 10. The location of the half height (more technically, the Gibbs dividing surface) of the hydrocarbon distribution shown by the magenta curves gives the hydrocarbon thickness $2D_C$, and location of the half height of the water distribution shown by the red curves gives the Luzzati thickness $D_B$. Fig. 10 shows that none of these thicknesses change appreciably in these simulations when Alm is added to DOPC (1/20).

The volume per lipid in the DOPC simulation was calculated as in Petrache et al. [39], by subtracting the volume of water in the unit cell from the volume of the unit cell $V_{\text{unit}}$ consisting of the area per unit cell $A_{\text{unit}}$ and half the height of the simulation box, where $A_{\text{unit}}$ was the area of the simulation box divided by half the number of lipids. When a concentration $c$ of Alm was added, the same formula for $A_{\text{unit}}$ was employed, so the unit cell volume $V_{\text{unit}}$ contained the volume $V_L$ of one lipid plus a fraction $c/(1-c)$ of the volume $V_{\text{Alm}}$ of Alm. Results for $A_{\text{unit}}$ and $V_{\text{unit}}$ are given in Table 4. One way to estimate $V_{\text{Alm}}$ is to assume that $V_L$ is the same as for the pure DOPC bilayer, and this gives $V_{\text{Alm}} = 1882 \text{ Å}^3$. This value is smaller than the value 2630 Å$^3$ that was measured by Pabst et al. [13]. If we instead start with this literature value for $V_{\text{Alm}}$, we can calculate $V_L = 1263 \text{ Å}^3$ for DOPC with 1/20 Alm. This suggests that Alm may have a small condensing effect on the volume of DOPC. The same parsing can be applied to areas. Assuming that $A_L$ stays the same (67.5 Å$^2$) leads to $A_{\text{Alm}} = 104 \text{ Å}^2$. Alternatively, supposing that the radius $R$ of an Alm alpha helix is $R = 5 \text{ Å}$ ($A_{\text{Alm}} = 78.5 \text{ Å}^2$) gives $A_L = 68.8 \text{ Å}^2$ for 1/20 Alm/DOPC, but this would also suggest that the bilayer becomes thinner ($D_B = V_L/A_L$) and that is inconsistent with Fig. 10.

### Table 4

<table>
<thead>
<tr>
<th>Sample</th>
<th>$A_{\text{unit}}$ (Å$^2$)</th>
<th>$V_{\text{unit}}$ (Å$^3$)</th>
<th>$V_{\text{DOPC}}$ (Å$^3$)</th>
<th>$V_{\text{Alm}}$ (Å$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DOPC</td>
<td>67.5</td>
<td>1300</td>
<td>1300</td>
<td>N/A</td>
</tr>
<tr>
<td>Alm/DOPC (1/20)$^a$</td>
<td>72.7</td>
<td>1394</td>
<td>1300</td>
<td>1882</td>
</tr>
<tr>
<td>Alm/DOPC (1/20)$^b$</td>
<td>72.7</td>
<td>1394</td>
<td>1263</td>
<td>2630</td>
</tr>
</tbody>
</table>

$^a$ $V_{\text{DOPC}}$ as for pure DOPC.

$^b$ $V_{\text{Alm}} = 2630 \text{ Å}^3$ [13].

Turning now to X-ray data, Fig. 11 compares the experimental X-ray form factors with and without Alm. As shown in Fig. 11, Alm causes a shift to higher $q$ value in the position of the first zero for diC22:1PC; this suggests that Alm makes this bilayer thinner. However, a similar shift to higher $q$ value was not observed for DOPC, which suggests that Alm does not change the thickness of this bilayer.

When the experimental form factors in Fig. 11 were fit to the HB model of the electron density, using an inserted transmembrane model for the Alm, electron density profiles were obtained, as shown in Fig. 12. The distance between the maximum intensities across the membrane profile, variously called $D_{HH}$ or $D_{PP}$, is one measure of bilayer thickness. As Alm is added to diC22:1PC, the maximum electron density moves towards the center of the bilayer located at zero, indicating a thinning of the lipid bilayer by 4 Å at the highest Alm/lipid ratio. For DOPC, no significant movement of the bilayer thickness is obtained, although a shoulder...
appears with increasing Alm, resulting from the electron density of Alm which extends to ~15 Å. Fig. 13 plots the changes in bilayer thickness obtained from the electron density profiles in Fig. 12.

4. Discussion

4.1. Preference for inserted model

The first result of this paper is that the inserted model used in the MD simulations of Alm/DOPC (1/20) fits the experimental $|F(q_z)|$ better than either surface model, S1 or S2, as is shown in Table 1. This preference for inserted Alm is consistent with the results from oriented circular dichroism which showed that the surface state at low concentrations and low humidity converted to a predominantly inserted state as concentration and humidity were raised [15,40,41]. However, in those experiments the humidity was not high enough to provide enough water between bilayers to accommodate an S2 surface state which hypothetically could have been the biologically relevant state. Our result eliminates this possibility; any further transition from an inserted state to an S2 surface state as full hydration is approached is not indicated.

As mentioned in the Introduction, the complimentary use of our X-ray technique with atomic level MD simulations clearly provides the result that Alm is inserted. We suggest that it may be fruitful to study other kinds of model systems by a similar combination of experimental and simulation techniques.

4.2. Molecular dynamics controls

The area/lipid that best corresponds to the simulated $|F(q_z)|$ is 67.5 Å², as reported in Table 4. This result disagrees with the area of ~72 Å² reported in previous X-ray papers [17,18,38,42]. To obtain this larger area in our simulations, we had to apply a lateral surface tension, but then there was poorer agreement between the simulated $|F(q_z)|$ and the experimental $|F(q_z)|$. In contrast, it may be noted that Charmm potentials yielded excellent agreement with $|F(q_z)|$ when the area for DOPC was constrained to 72 Å² [43]. We also note that, in a recent work that used neutron scattering data to determine the area/lipid for DOPC, an area of 67.4 Å² was obtained [44]. In the neutron study, a key distance ($D_{HH}$) between the phosphate headgroup and the start of the hydrophobic region in the area determination used in modeling our X-ray scattering data was questioned, so the area per molecule for DOPC is being questioned. Nevertheless, the condition of no lateral surface tension works best for the current GROMACS simulations on the control DOPC bilayer, so this is the condition that was also used when Alm was added.

4.3. Effect of Alm on the thickness of bilayers

Our MD simulation gives no change in any of the variously defined bilayer thicknesses when Alm is inserted into a DOPC bilayer. While there is inadequate time for Alm to laterally diffuse or to move to a different state such as the S1 or S2 state, there is ample time for the lipids to accommodate to the Alm because the equilibration time for lipid bilayer structure is shorter than our 100 ns simulation time scale. This MD result that Alm does not change the thickness of DOPC is directly supported by our $|F(q_z)|$ X-ray scattering data (Fig. 11).

In contrast, we find that the effect of Alm on bilayer thickness is considerably different for the thicker diC22:1PC bilayers than for DOPC bilayers. Our $|F(q_z)|$ X-ray scattering data for Alm in diC22:1PC strongly indicate thinning. These X-ray results were quantified by fitting electron density models (Fig. 12) to the $|F(q_z)|$ X-ray scattering data. Although there are too many parameters for robust parameter determination of many of the quantities that one would like to know, the head-head thickness $D_{HH}$ is a quantity that is robustly determinable from X-ray data. This allows us to determine that a high concentration of Alm thins the head–head thickness $D_{HH}$ of the diC22:1PC bilayer by 4 Å (Fig. 13) which corresponds to a hydrophobic thickness of 30.4 Å. Our modeling result for Alm in DOPC is consistent with no thinning or at most 1 Å increase in thickness.

We interpret our membrane thickness results in terms of hydrophobic matching [45,46]. The lipid hydrocarbon chains are fluid and it is assumed that, with relatively small free energy costs, they can more readily adapt their local hydrophobic thickness to inserted peptides than can more rigid peptide alpha helices adapt to the preferred local hydrophobic thickness of the chains. The hydrophobic thicknesses have been reported to be $2D_{HH} = 26.8$ Å for DOPC and $2D_{HH} = 34.4$ Å for diC22:1PC [18]. Our result for diC22:1PC provides an upper bound of $D_{HH} = 30.4$ Å for the hydrophobic thickness of Alm because a larger $D_{HH}$ would not thin the diC22:1PC bilayer by 4 Å. Our result for DOPC provides a lower bound $D_{HH} = 26.8$ Å because a smaller hydrophobic thickness of Alm would thin the DOPC bilayer. Within the bounded range, we suggest that the smaller end is more likely. To achieve the upper bound would require not only that the bilayer be infinitely more flexible than Alm, but also that all the lipids have the same decreased thickness as those lipids proximal to Alm. The upper bound would also require Alm to tilt by an average angle of 28° in DOPC which seems rather large, although tilt angles of 10–20° have been proposed [10,47]. An average tilt angle of 15° would give $D_{HH} = 27.7$ Å. If the entire Alm peptide with 20 amino acids is a straight alpha helix, its length would be 30 Å. A length of 32 Å was reported from the crystal structure even though the Alm helix was bent at proline 14 [48]. However, the C-terminal end contains a glutamic acid and so it might be expected to have some hydrophilic character, which would make a smaller hydrophobic thickness more appropriate. We therefore suggest an effective hydrophobic thickness $D_{HH} \approx 27–28$ Å, which may be compared to the upper bounds of 26.2 Å and 27.7 Å proposed by Lee et al. [49] using two different lipid systems.

Huang [15] has reviewed his group’s data for the $D_{HH}$ thickness for several peptides. $D_{HH}$ decreased linearly as concentration of peptide/lipid P/L increased to a value P/L*, which depended upon both the peptide and the lipid, and it was shown using OCD that the peptides were in surface states in this low concentration regime P/L*<P/L. This behavior of $D_{HH}$ makes good theoretical sense because surface peptide states require the hydrocarbon chains near the center of the bilayer to occupy additional area; and since the hydrocarbon chain volume cannot change significantly, this makes the membrane thinner [50]. Our observation of lack of thinning induced by Alm in DOPC suggests that P/L* is small for Alm/DOPC, consistent with a suggested bound of P/L* < 1/200 [49].
For higher concentrations, Chen et al. [51] presented a theory which predicts a transition regime \( P/L^* < P/L < P/L^{**} \) in which the inserted fraction \( \phi \) increases from 0 to 1 and it was later emphasized [15] that the thickness is predicted to be constant in this transition regime. The high concentration end of this transition regime is given by \( P/L^*/P/L^{**} = \beta \), where the parameter \( \beta \) is the ratio of the thinning of a bilayer due to an inserted peptide to that of a surface state peptide. These theory papers do not specifically predict thickness changes for the fully inserted regime, \( P/L > P/L^{**} \), but it seems clear that thinning would be predicted in this regime provided that \( \beta > 0 \). As discussed above, our results for DOPC are consistent with this theory with a small value of \( P/L^* \) and a nearly zero value of \( \beta \). Our result that mixtures of simulated S1 and Ins states gave poorer fits than the pure Ins simulation also supports a small \( P/L^* \).

Our results for diC22:1PC and our interpretation in terms of hydrophobic matching are also consistent with the theory [15], provided that there is a small value of \( P/L^* \) and a value of \( \beta \) substantially greater than 0 so that \( P/L^{**} \) is also small. The observed thinning then occurs in the \( P/L > P/L^{**} \) regime. The observed decrease in the rate of thinning as the concentration of Alm increases is consistent with the picture that Alm at low concentration thins a local circular domain, but at higher concentrations the domains overlap which causes less thinning. An alternative interpretation of our diC22:1PC data in Fig. 13 that might be considered, is a linearly decreasing portion for \( P/L < P/L^* \sim 0.03 \) followed by a roughly constant portion for \( P/L > 0.03 \), but we do not favor that interpretation. Lee et al. [49] have shown that \( P/L^* \) systematically decreases when the lipid shape parameter, which they describe as the ratio of head to tail areas \( A_H/\tilde{A}_T \), increases. Both DOPC and diC22:1PC have the same headgroup and diC22:1PC has the smaller \( \tilde{A}_T \), so this would suggest that diC22:1PC would have a smaller \( P/L^* \) than DOPC which has already been established to be very small. On the other hand, a larger value of \( P/L^* \) for diC22:1PC would be expected theoretically from the hydrophobic mismatch which would raise the insertion free energy because the lipids would have to be perturbed. Direct evidence that \( P/L^* \) is small for diC22:1PC comes from analysis of in-plane scattering; this will be presented in another paper that focuses on peptide organization rather than the effect of the peptide on the bilayer.

Pabst et al. [13] recently reported that Alm decreases the thickness of DOPC by 1.8 Å for 1/25 Alm/DOPC, which disagrees with our result for DOPC. They emphasized that their data do not support the theory [15] because their decrease, both in thickness and in other properties, was exponential rather than linear. They also criticized the theory because it ignores differences in translational entropy between was exponential rather than linear. They also criticized the theory [15] because their decrease, both in thickness and in other properties,

\[ \Delta d_{HH} = \text{observed thinning of diphytanoylPC, which has been reported to be less than the hydrophobic thickness of Alm; this accounts for the observed thinning of diphytanoylPC, which has been reported to be about 1 Å thinner than DOPC [15]. } \]

4.4. Bending modulus \( K_C \)

Our work shows that Alm reduces the bending modulus of DOPC by a factor of 2 and even more, by a factor ~10, for diC22:1PC (Fig. 6). A similar factor of ~2 for a 1/25 P/L mole ratio of Alm in DOPC membranes was reported by Pabst et al. [13] although their result was obtained indirectly because it is only possible to obtain the product \( K_C \beta \) from scattering data from isotropic samples. Comparison between their method and ours is made in Supplementary material. Another study [54] measured fluctuations directly on giant vesicles by confocal microscopy and reported a factor of 4 decrease in \( K_C \) for both diphytanoylPC and DLPc membranes, although the concentration of Alm could only be estimated based on partition coefficients.

A priori, we expected inserted Alm to act as a bilayer rigidifier and we did not expect it to decrease \( K_C \). Regarding the possible origin of the decrease in the bending modulus, Bivas and Méleard [55] suggested that lateral placement of additives in the membrane could produce spontaneous curvature, which could then roughen the membrane which would give an apparent decrease in \( K_C \). This could have played a role in our study of the HIV fusion peptide which may not extend all the way across the bilayer and would therefore likely induce local spontaneous curvature; there we found an even greater decrease in \( K_C \) (a factor of ~13 for diC22:1PC and a factor of ~3 for DOPC membranes) [56]. However, local spontaneous curvature
would seem much less likely for transmembrane Alm which would presumably affect both monolayers nearly equally and not lead to artifactual interpretation of $K_c$. The much greater decrease in $K_c$ in diC22:1PC than in DOPC would be partly due to decreased thickness, although that alone would only account for a 22% decrease assuming the usual quadratic dependence of $K_c$ on the hydrophobic thickness $H$. More importantly, the local curvature induced by hydrophobic matching would induce disorder in proximal lipids that would provide low free energy hinges for bending.

4.5. Interactions between bilayers

Since our model system consists of a stack of ~2000 bilayers, we can also obtain information about the interactions between bilayers. Besides obtaining the bending modulus, $K_c$, which is a single bilayer property, we also obtain an interbilayer compressibility modulus, $B$, which is a harmonic approximation for the energy of fluctuations in the interbilayer spacing [36]. The $B$ modulus decays exponentially as the interbilayer water spacing increases (Fig. 7) implying that the fluctuational free energy and the fluctuational pressure also decrease exponentially, in agreement with the theory of soft confinement [58]. The decay lengths $\lambda_B = 6.0 \text{ Å}$ for Alm/DOPC and $\lambda_B = 5.0 \text{ Å}$ for Alm/diC22:1PC are independent of Alm concentration and larger than predicted by the theory in agreement with earlier experimental results [36]. Alm does affect the fluctuational free energy $F_B$ as plotted in Fig. 8, since $F_B$ is also affected by changes in $K_c$.

We then calculated the Hamaker parameter $H$ by requiring the attractive van der Waals pressure $P_{\text{raw}}$ to balance with the repulsive fluctuational pressure $P_{\text{fl}}$ and the hydration pressure $P_{\text{hyd}}$ at full hydration where the osmotic pressure $P_{\text{osm}} = 0$. Our calculation ignored any repulsive electrostatic pressure $P_{\text{elec}}$, which might have been expected to increase $D$ to infinity (unbinding), but unbinding was not observed; inclusion of $P_{\text{elec}}$ would increase our values of $H$. The result in Fig. 9 indicates that Alm may increase $H$ for DOPC by about 20% although the uncertainties would also allow for no increase in $H$, as was assumed by Pabst et al. [13] in their analysis. An increase in $H$ can be explained conceptually as our measuring an apparent $H$ that applies to a system where the water spacing fluctuates around an average value rather than the conventional $H$ that would apply to flat membranes separated by the same average water spacing. The basic idea is that the magnitude of the van der Waals interaction is increased more for those bilayers that approach each other than by those bilayers that move apart by the same amount. This concept is included in rigorously derived formulae for a model of corrugated sheets where there were sinusoidal deviations [37,59]; our use of those results treats the effect of smaller $K_c$ by increasing the amplitude of the corrugations and that gives values consistent with ~20% increase for DOPC. However, the probability distribution function for sinusoidal corrugations is artificial, so we have also used the more accurate asymmetrical probability distribution function obtained from Monte Carlo simulations [60], but with simple pairwise interactions. That gives ~18% increase in $H$ for DOPC.

Unlike the good agreement of the theoretical $H$ with the experimental $H$ for DOPC, we have not been able to justify theoretically the very large experimental increases in $H$ for diC22:1PC shown in Fig. 9. Although the larger decrease in $K_c$ causes an even larger spread in the probability distribution function for the water spacing between neighboring Alm/diC22:1PC membranes, the concomitantly larger water spacing acts to nullify that factor for increasing $H$. A different explanation is that the large increase in $H$ might be an artifact from applying an analysis to our diffuse scattering data that does not include other forms of disorder that might be induced in the diC22:1PC bilayer by the hydrophobically mismatched Alm. Additional disorder could lead to an artifactualy large decrease in $K_c$. Because the most robustly determined quantity from diffuse scattering is the product $K_c B$ (which is also most important for the structural data analysis), this would make $B$, $F_B$ and $P_B$ too large. Then, balancing the van der Waals pressure would yield an artifactualy larger $H$. This issue can perhaps be resolved in future work which collects both osmotic pressure data and X-ray data for diC22:1PC, especially under higher osmotic pressure where $P_B$ becomes negligible.
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